I NUFFIELD DEPARTMENT OF ORTHOPAEDICS
RHEUMATOLOGY AND MUSCULOSKELETAL SCIENCES

Clinical prediction
models: a field in
Crisis?

Gary Collins
Professor of Medical Statistics
Centre for Statistics in Medicine/lUK EQUATOR Centre
University of Oxford

email: gary.collins@csm.ox.ac.uk
twitter: @gscollins

03-February-2021



mailto:gary.collins@csm.ox.ac.uk

Gawd)
u ECT):
e
verview or ta NDORMS s
NUFFIELD DEPARTMENT OF ORTHOPAEDICS
RHEUMATOLOGY AND MUSCULOSKELETAL SCIENCES

 Critical overview of regression-based
prediction models in the clinical literature

 Critical overview of machine learning for
clinical (risk) prediction

* (Some) concerns
« Comparative studies
» Reporting
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Diagnostic multivariable modeling study

Predictors:
Patient characteristics
Subjects with presenting | (symptoms & signs)
symptoms “|  Imaging tests
Laboratory tests
Others

A

Y

Outcome:
Disease present
or absent

!

T=0

Prognostic multivariable modeling study

Predictors:

Patient characteristics
Subjects in a Disease characteristics
health state Imaging tests
Laboratory tests
Others

Y

Cross-sectional
relationship

Longitudinal
relationship

Outcome:
» | Development

of event Y

bt

Y

End of
follow-up

Collins et al. Ann Intern Med 2015; 162: 55-63
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« Aim is to combine multiple patient characteristics to predict the probability
of a health outcome

— Diagnostic
— Prognostic

* Increasingly recommended in (NICE) Clinical Guidelines
— E.g. QRISK, ABCDZ2, FRAX, Blatchford, SAPS, APACHE, NPI

* Most existing models are typically developed using regression based
approaches (logistic, Cox)

« Widely available (to both the public and healthcare professionals) on
websites, and smartphone apps

— Little (current) regulation -> slowly seeing movement in this area




iPhone: Framingham Risk Score

NUFFIELD DEPARTMENT OF ORTHOPAEDICS,

NDORMS

UNIVERSIT

OXFORD

RHEUMATOLOGY AND MUSCULOSKELETAL SCIENCES

iPhone Screenshots
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predxct

breast cancer

Home About Predict ~

What is Predict?

Predict is an online tool that helps patients and clinicians see
how different treatments for early invasive breast cancer
might improve survival rates after surgery.

It is endorsed by the American Joint Committee on Cancer (AJCC).

> Start Predict

Did you mean to visit Predict Prostate?

™

What does Predict do?

Predict asks for some details about the patient
and the cancer. It then uses data about the
survival of similar women in the past to show the
likelv bronortion of such women exnected to

Predict Tool Contact

Legal ~ Earlier versions

00
()
Who is Predict for?

Predict is for clinicians, patients and their families.

Patients should use it in consultation with a
medical professional.

NHS

predict

breast cancer

predict

Where can | find out more?

To read more go to About Predict
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> QRISK (NICE CG 67)

> 10-year risk of developing cardiovascular disease
> Nottingham prognostic index (NICE CG80)

> risk of recurrence and overall survival in breast cancer patients
> GRACE / PURSUIT / PREDICT / TIMI (NICE CG94)

> adverse CVD outcomes (mortality, MI, stroke etc...) for patients with
UA/NSTEMI

> APGAR (NICE CG132/2)
> evaluate the prognosis of a newborn baby
> SAPS / APACHE (NICE CG50)
> ICU scoring systems for predicting mortality
> CRB65/CURBG65 (NICE CG191)
> Pneumonia
» FRAX / QFracture (NICE fragility risk short guideline)
> 10-year risk of developing osteoporotic & hip fracture
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 POOR QUALITY STUDIES

« POORLY REPORTED

 MOST HAVE NOT BEEN VALIDATED
« MOST ARE NOT BEING USED

- RESEARCH WASTE

> 54 models for breast cancer (Altman 2009)

13- models for type 2 diabetes (Collins 2011

N
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Vickers & Cronin. Everything you wanted to know about evaluating
prediction models (but were too afraid to ask). J Urol, 2010.
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vs radiotherapy). The model has high discrimination
(AUC of 0.78) and good calibration (see Fig. 2). In other
words, the model is terrific in all ways other than that it
is completely useless. So why did we create it? In short,
because we could: we have a dataset, and a statistical
package, and add the former to the latter, hit a few
buttons and woila, we have another paper. It is tempting

to speculate that the ubiquity of nomograms in the uro-
1 . 1 1. . . 1 1 : .. 1 1




Pointless prediction models

prediction models

package, and add the tormer to the lattef, hit a tew
buttons and woila, we have another paper/It is tempting
to speculate that the ubiquity o 'n the ure-
logieal literature is simply because Tt is particularly easy
research to do: you do not need to collect any data or
even think of an interesting scientific question. We
would argue that a predictive model should only be
published if it is has a compelling clinical use, and that is
rarely the case.
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> Missing data rarely mentioned
» often an exclusion criteria (though often not specified)
» complete-case usually carried out

> Range of continuous predictors rarely reported
» Useful to set-out who the model is intended for

> Models often not reported in full (nor link to any code)

> intercept missing (logistic regression); baseline survival missing (cox
regression)

> why build a model and not provide sufficient information for others to
use it, including evaluating it on other data?
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« Small sample size (humber of events); EPV<10 => overfitting
* Recent developments in sample sizet

Large number of candidate predictors

Calibration rarely assessed

» not reported in 46% (Bouwmeester: general medical journals) to 85% studies
(Altman: cancer)

Dichotomisation / categorisation of continuous predictors
» 63% studies (Collins: diabetes); 70% studies (Mallet: cancer)

Previously published models often ignored - waste?

Inadequate or no validation
* reliance on (inefficient) random-split to validate
» Meaningless / limited (external) validation (based on convenience data)

Lack of comparing competing models (or unfair comparisons)

Unsurprisingly (and fortunately) very few models are used

T Riley et al 2019/2020; van Smeden et al 2016/2018
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Number of events often difficult to identify

— candidate predictors (and number) not always easy to find

Insufficient information to report EPV (events-per-variable)
— 40% of studies (Mallett 2010; Collins 2011)

How candidate predictors were selected

— unclear in 25% studies (Bouwmeester 2012)

How the multivariable model was derived

— unclear in 77% of studies in cancer (Mallet 2010)
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e 16% of studies failed to cite the original article developing the model (N.B. >360
models for incident CVD)

* 60% of studies failed to make/discuss any case-mix comparison

e Tend to be small (few events) (48% < 100 events)

¢ 100 events is the current sample size recommendation for validation (Van Calster
et al 2016, Collins et al 2016) [for assessing calibration]

e Missing data rarely mentioned (54%)
* 64% conducted complete-case analyses (not always explicit)
* 9% used multiple imputation

e Overwhelming focus only on discrimination

» 73% of external validation studies evaluated discrimination; only 32% assessed
calibration; 24% presented ‘blank’ ROC curves (no cut-points labelled)

Collins et al, BMC Med Res Methodol 2014 }__{
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Wasting space NDORMS

Bray et al Model to Predict 30-Day Mortality 3377

Discussion

We have derived and validated 2 simple models to predict
30-day mortality in unselected patients admitted with acute
stroke to hospitals in the United Kingdom. One model uses
the complete NIHSS
levels of the NIHSS consciousness component. Both models
showed good discrimination and were well calibrated in inter-
nal and external data sets, although the model including the
full NIHSS score demonstrated slightly better discrimination.
The variables included in the models are likely to be collected
routinely on patients with stroke in many healthcare settings
and so potentially have wide applicability. In settings where
training or resources limit the collection of the full NIHSS,
information on consciousness level provides a good proxy for
the full NIHSS in predicting 30-day mortality

The study was not intended to provide new insight into the

External Validation :

on admission and the other uses the 4

00
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cemcn,

Internal Validation

0.75
L
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epidemiology of stroke: it is well recognized that older age,
higher NI . hemorrhagic stroke, and atrial fibrillation are
all associated with worse prognosis.'*" Atrial fibrillation is a

P——

0.50
L

marker for cardioembolic stroke, which is associated with the
poorest outcomes in ischemic stroke.' In the current study,
atrial fibrillation was also a predictor for higher mortality
in ICH. The reason for this is not clear, but it may be that
anticoagulation-associated ICH is associated with poor out-

Area under ROC curve = 0.866 Extemal Validation comes or that atrial fibrillation is a marker for cardiovascular

comorbidity

Sens

0.25
L
\

The main contribution of this study is that it developed
relatively simple and parsimonious models to make accurate
predictions of the risk of 30-day mortality in unselected popu-
lations of stroke. Because they use variables routinely recorded
during the assessment of patients with stroke and have been
validated in both ischemic and ICH stroke, the models are
likely to be comparatively straightforward to implement in the
- comparison of mortality rates between stroke care providers.
- Developing standardized and validated methods for adjusting
mortality rates is essential when comparing the outcomes of

0.00 025 0.50 0.75 1.00
1 - Specificity

Figure 1. Receiver operating characteristic (ROC) curves for model

A in derivation, internal validation, and extemal validation data sets. stroke services so that apparent variation does not just reflect
differences in case mix.

between observed and predicted mortality risk in internal and A vaniety of models have been developed previously to pre-

validation data sets (Figures 2 and 3. see online-only Data dict outcomes after stroke. A recent systematic review iden-

Supplement; model A Pearson R. 0.999 in internal validation tified 17 models derived and externally validated in stroke

and 0.980 in external validation. model B Pe peent studies have generated 21 further

and 0.994 in internal and exte o fespectively). externally validate et of these models predict

le 3. C-Statistics for Models A and B in Derivation, Internal Validation, and External
Validation Data Sets

* 3 uninformative ROC curves

C-Statistic (35% CO

[ N H f H I H b H Al Stroke Ischemic Stroke 1CH Stroke
O (In orm atlve) ca I ratlon Cu rve Mokl A". Garhvation 0.85 (0.83-0.87) 0.84 (0.82-0.86) 0.82 (0.77-0.85)
Mocel A internal validation 0.86 (0.85-0.58) 0.86 (0.85-0.97) 0.87 (0.84-090)
Mockl A exemal validation 0.87 (0.84-0.59) 0.86 (0.82-0.89) 0.89 (0.83-0.95)
Mods! BY: derhvation 0.83 (0.62-084) 0.82 (0.81-0.83) 0.81 (0.78-0.84)
Mock! B internal vaidation 0.82(081-089) 051 (0.80-0.82) 0.82 (0.80-0.85)
Mockl B extermal validation 0.86 (0.83-0.89) 0.85 0.81-0.88) 0.87 0.82-092)

=> this is a reporting issue
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Annals of Intemal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): The TRIPOD Statement

Gary S. Collins, PhD; Johannes B. Reitsma, MD, PhD; Douglas G. Altman, DSc; and Karel G.M. Moons, PhD

Prediction models are developed to aid health care providers in
estimating the probability or risk that a specific disease or con-
dition is present (diagnostic models) or that a specific event will
occur in the future (prognostic models), to inform their decision
making. However, the overwhelming evidence shows that the
quality of reporting of prediction mode! studies is poor. Only
with full and clear reporting of information on all aspects of
prediction model can risk of bias and potential usefulness of pr
diction models be adequately assessed. The Transparent R
porting of a multivariable prediction model for Individual Pro
nosis Or Diagnosis (TRIPOD) Initiative developed a set
recommendations for the reporting of studies developing, va
dating, or updating a prediction model, whether for diagnos!
or prognostic purposes. This article describes how the TRIPC
Statement was developed. An extensive list of items based on
review of the literature was created, which was reduced after
Web-based survey and revised during a 3-day meeting in Ju

2011 with methodologists, health care professionals, and journal
editors. The list was refined during several meetings of the steer-
ing group and in e-mail discussions with the wider group of
TRIPOD contributors. The resulting TRIPOD Statement is a
checklist of 22 items, deemed essential for transparent reporting
of a prediction model study. The TRIPOD Statement aims to im-

Annals of Internal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): Explanation and

Elaboration

Karel G.M. Moons, PhD; Douglas G. Alt , DSc; Joh

B. Reitsma, MD, PhD; John P.A. loannidis, MD, DSc;

Petra Macaskill, PhD; Ewout W, Steyerberg, PhD; Andrew J. Vickers, PhD; David F. Ransohoff, MD; and Gary S. Collins, PhD

The TRIPOD (Transparent Reporting of a multivariable prediction
mode! for Individual Prognosis Or Diagnosis) Statement includes
a 22-item checklist, which aims to improve the reporting of stud
les developing, validating, or updating a prediction model,
whether for diagnostic or prognostic purposes. The TRIPOD
Statement aims to improve the transparency of the reporting of a
prediction model study regardless of the study methods used.
This explanation and elaboration document describes the ratio-
nale; clarifies the meaning of each item; and discusses why trans
parent reporting is important, with a view to assessing risk of bias
and clinical usefulness of the prediction model. Each checklist
item of the TRIPOD Statement is explained in detail and accom

panied by published examples of good reporting. The docu-
ment also provides a valuable reference of issues to consider
when designing, conducting, and analyzing prediction model
studies. To aid the editorial process and help peer reviewers
and, ultimately, readers and systematic reviewers of prediction
model studies, it is recommended that authors include a com
pleted checklist in their submission. The TRIPOD checklist can
also be downloaded from www.tripod-statement.org.

Ann Intern Med. 2015;162W1-W73. doi:10.7326/M14.0698 www.annals.org
For author affiliations, see end of text
For members of the TRIPOD Group, see the Appendix
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Heus et al. BMC Medicine (2018) 16:120

https:/doi.org/10.1186/512916-018-1099-2 BMC MediCine

Poor reporting of multivariable prediction @
model studies: towards a targeted
implementation strategy of the

TRIPOD statement

Pauline Heus'#'®, Johanna A. A. G. Damen'~, Romin Pajouheshnia?, Rob J. P. M. Scholten'?,
Johannes B. Reitsma'?, Gary S. Collins®, Douglas G. Altman®, Karel G. M. Moons'? and Lotty Hooft'?

Abstract

Background: As complete reporting is essential to judge the validity and applicability of multivariable prediction
models, a quideline for the Transparent Reportina of a multivariable prediction model for Individual Proanosis Or

i
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BM) Open TRIPOD statement: a preliminary pre-
post analysis of reporting and methods
of prediction models

Amir H Zamanipoor Najafabadi ©,' Chava L Ramspek ' ,? Friedo W Dekker,”
Pauline Heus © ,* Lotty Hooft,* Karel G M Moons,” Wilco C Peul,"®
Gary S Collins,” Ewout W Steyerberg,® Merel van Diepen?

To cite: Zamanipoor ABSTRACT
Najafabadi AH, Ramspek CL,  Objectives To assess the difference in completeness Sienpiis s Emilalions of fals stwty

Dekker FW, et al. TRIPOD

_ M of reporting and methodological conduct of published
SSEWnont:  prefninay prediction models before and after publication of the > This |a fhe fiest shudy 1o aescss the complotenioes

fe':;mﬁ:y::&ds of Transparent Reporting of a multivariable prediction model ;n!mwehp e mmumu Olog m:blm
prediction models. BMJ Open 107 Individual Prognosis Or Diagnosis (TRIPOD) statement. of the Transparent Reporting of a multivariable pre-
2020:10:2041537. doi-10.1136/  Methods In the seven general medicine journals with the diction model for Individual Prognosis Or Diagnosis
bmjopen-2020-041537 highest impact factor, we compared the completeness (TRIPOD) statement.

) ) of the reporting and the quality of the methodology of itation
» Prepublication historyand o jition model studies published between 2012 and R o L

additional material for this evaluated and therefore future studies are needed
paper are available online. To 2014 (pre-TRIPOD) with studies published between 2016 1o assess the long-term effects on complet of

view these files, please visit and 2017 (post-TRIPOD). For articles published in the post- reporting and methodological conduct.

TRIDNN narind wa avaminad whathar thara wae imnrnad
(CENTRE tor STATISTICS in MIEDICINE
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Pre ("12-'14) and post TRIPOD (16-17) @nporvs I8

2018 TRIPOD adherence data
extraction checklist

* No discernible improvement in
reporting

pre-TRIPOD (n=32) vs. post-TRIPOD (n=38)

Absolute difference

E$%+%%++

« But improvements in assessment of I |
model performance o

- Calibration (21% vs 87%) jggitjﬁljfif.%

Articles in journals endorsing (n=21) vs. not
50 endorsing (n=17) TRIPOD

Absolute difference

« Handling of missing data, e.g.,
multiple imputation (12% versus 50%))

-------

%, '+|
H

 Limitations: Small sample size, short
post TRIPOD time frame

Figure 2 TRIPOD reporting scores. TRIPOD, Transparent
Reporting of a multivariable prediction modelfor Individual
Prognosis Or Diagnosis.
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Why is clear and transparent
reporting important?

“If reporting is inadequate — namely, information is
missing, incomplete or ambiguous — assumptions
have to be made, and, as a result, important findings
could be missed and not acted upon.”

[Needleman et al, J Dent Res 2008]
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“Good reporting is not an
optional extra; it is an
essential component of
research”

Altman et al. Open Med 2008

N
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Research: increasing value, reducing waste 5

Reducing waste from incomplete or unusable reports of
biomedical research

Paul Glasziou, Douglas G Altman, Patrick Bossuyt, Isabelle Boutron, Mike Clarke, Steven Julious, Susan Michie, David Moher, Elizabeth Wager

Research publication can both communicate and miscommunicate. Unless research is adequately reported, the time
and resources invested in the conduct of research is wasted. Reporting guidelines such as CONSORT, STARD,
PRISMA, and ARRIVE aim to improve the quality of research reports, but all are much less adopted and adhered to
than they should be. Adequate reports of research should clearly describe which questions were addressed and why,

what was done. what was shown. and what the findinos mean. Hawever. substantial failures occur in each of these

@®

CrossMark O

Lancet 2014; 383:267-76

Published Online
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prediction terms machine/deep learning artificial intelligence combined
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Machine Learning

What is machine learning? (Uninteresting question) - Always sparks ‘debate’
between machine learners and statisticians
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» Growing interest/enthusiasm in using machine learning for predicting
health outcomes

— Google have weighed in by using ML/deep learning to predict outcomes using
electronic health records data (Rajkomar et al, NPJ Dig Med 2018)

» Typical off-the-shelf methods include
— Random forests
— Gradient boosted machines
— Support vector machines
— Neural networks
— (Regression models with/without penalisation)?

» Claims are that they offer flexibility in
— Capturing nonlinearities and higher order interactions
— Good at handling high-dimensional data
— Yet frequently used in low-dimensional settings
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Classification is not prediction .NDORMS

OXFORD

We're seeing an overemphasis on classification

Prediction (for diagnosis/prognosis) is about getting an individualised
probability/risk of the outcome of interest (e.g., what is my risk of developing
CVD over the next 10 years)

Classification is placing an individual in a class/group
* e.g., dead/alive, disease/no disease
* (creates unnecessary problems such as ‘class imbalance’)

We typically are (or should be) more interested in prediction

* We can act on an predicted risk
* e.g., send a patient for further testing or monitor
« We can intervene to modify that risk (e.g., stop smoking)
« Communicate this risk to the patient

https://www.fharrell.com/post/classification/
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tion. In: Baker FB, Kim S-H, eds. The
Basics of Item Response Theory Using R.
Statistics for Social and Behavioral Sciences.

o - . o
undersampled data to investigate whether
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mechanism although logistic regression
was intentionally excluded from the
SuperLearner library. In our simulations,
undersampling did not dramatically im-
prove predictive performance, suggest-
ing that ensemble machine learning can
achieve adequate performance in similar
settings with moderate class imbalance.
These results provide some insight on
the optimal use of machine learning for
predicting imbalanced outcomes. Ex-
ample code to reproduce these analyses
is available in the eSupplement; http://
links.lww.com/EDE/B675.
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The completeness of reporting and adherence to the TRIPOD Statement of clinical prediction

models using machine learning methods in oncology: a systematic review

Paula Dhiman??, Jie Ma?, Constanza Andaur Navarro3, Beni Speich#, Garrett Bullock®, Shona Kirtley?,

Richard D Riley®, Ben Van Calster’, Karel GM Moons3, Gary S Collins*2,

1 Centre for Statistics in Medicine, Nuffield Department of Orthopaedics, Rheumatology and Musculoskeletal

Sciences, University of Oxford, Oxford, OX3 7LD, UK

2 NIHR Oxford Biomedical Research Centre, Oxford University Hospitals NHS Foundation Trust, Oxford, United

Kingdom

3 Julius Center for Health Sciences and Primary Care, University Medical Center Utrecht, Utrecht, The

Netherlands

4 Department of Clinical Research, Basel Institute for Clinical Epidemiology and Biostatistics, University Hospital
Basel, University of Basel, Basel, Switzerland

> Nuffield Department of Orthopaedics, Rheumatology, and Musculoskeletal Sciences, University of Oxford,
Oxford, UK

& Centre for Prognosis Research, School of Primary, Community and Social Care, Keele University, Staffordshire,

Il CTE CRA

*To be submitted shortly




Reporting of machine learning models .NPORMS

62 studies (prognostic models) in oncology published in 2019:
48 development, 14 development with external validation

 Author defined ‘machine learning’

48 binary outcome; 2 multinomial, 1 continuous and 11 time-
to-event

36 predict risk ==; 25 classify patients ", 1 unclear! &

Mixture of Neural networks, random forests, CART, SVM,
cox/logistic/linear regression(+/-penalisation), GBM, ensemble
methods, ...




Adherence to TRIPOD
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Table 3. Median and range of reporting adherence to TRIPOD

TRIPOD Adherence Score
n Median (%) Range (%)

Overall 62 41.38 10.34 to 66.67
Study design

Development only 48 37.93 10.34 to 66.67

Development and validation 14 49.20 33.33t059.38
Number of models developed in study

1 26 41.38 17.24 to 66.67

2 13 37.93 31.03 to 59.38

3 6 34.48 10.34 to 44.83

4 6 41.38 31.03 to 51.72

5 8 41.16 17.24 to0 58.62

6 3 46.88 13.79 to 54.55




Digression: Are we inadvertently creating
an opportunity for scientific fraud?
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Consider the following hypothetical scenario...

— A model has been developed

« maybe multiple models for (and an unfair) comparison

— A paper has been prepared describing their development
— None of the models are presented in the paper

— The models are not made available in a software repository
(e.g., via Github)

— The paper describes your favourite model as having
excellent predictive accuracy

— The paper is published
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ltem 4b - study dates

Development only study (n=48)

100

ltem 8 - Sample size
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Risk of bias assessment
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PLOS ONE

Check for
updates

RESEARCH ARTICLE

A systematic review of machine learning
models for predicting outcomes of stroke with
structured data

Wenjuan Wang ' *, Martin Kiik? Niels Peek®*, Vasa Curcin'**, lain J. Marshall', Anthony
G.Rudd’, Yanzhong Wang'*, Abdel Douiri"**, Charles D. Wolfe'*®, Benjamin Bray'

1 School of Population Health & Environmental Sciences, Faculty of Life Science and Medicine, King's
College London, London, United Kingdom, 2 School of Medical Education, Faculty of Life Science and
Medicine, King’s College London, London, United Kingdom, 3 Division of Informatics, Imaging and Data
Science, School of Health Sciences, University of Manchester, Manchester, United Kingdom, 4 NIHR
Manchester Biomedical Research Centre, Manchester Academic Health Science Centre, University of
Manchester, Manchester, United Kingdom, 5 NIHR Biomedical Research Centre, Guy's and St Thomas'
NHS Foundation Trust and King’s College London, London, United Kingdom, 6 NIHR Applied Research
Collaboration (ARC) South London, London, United Kingdom

* wenjuan wang@kcl.ac.uk
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4a. Describe the study design or source of data
4b. Specify key study dates
5a. Specify key elements of the study setting
5b. Describe eligibility criteria for participants
6a. Clearly define the outcome

6b. Report any blmd assessment of the qutcon
Iearly define all predlctors
7b. Report any blind &
9. Describe how mlssmg data were handled
10a. Describe how predictors were handled in the analyses
10b.* Specify model building and internal validation procedures
10d. Specify all measures used to assess model performance
11. Provide details on how nsk groups were created

13a. Describe the flow of pa
—b
14a. Specify the number of participants and outcormne

14b. If done, report the unadjusted prednctor associations

17

15a.* Present the radic
15D Ex lain how to the use the model -—
16. Report performarnce mease - - = ——
| 1 T 1] T 1 1
0 3 6 9 12 15 18
Number of papers
B Yes e No NA

.
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Shillan et al. Critical Care (2019) 23:284

https://doi.org/10.1186/513054-019-2564-9 C riti C a I C a re

Table 2 Number and proportion of papers according to the type of machine learning used and number of patients analysed (for
prediction studies only)

Type of machine leaming Number (%) of 1000-10,000 10,000-100,000 100,000-1,000000 Number not
papers with this type® reported
Neural network 72 (42.6%) 14 (194%) 27 (37.5%) (27.8%) 9 (125%) 2 (2.8%) 0 (0.0%6)
Support vector machine 40 (23.7%) / 12 (30.0%6) 15 (37.5%) 09%6) 4 (10.096) 1 (2.5%) 0 (0.0%)
Classification/decision trees 35 (20.7%) 6(17.19%) 11(314%) 10)28.6%) 5(14.3%) 1 (2.5%0) 2 (5.7%)
Random forest 21 (12.4%) 1 (4.8%) 9(429%) 5 (p3.8%) 4 (19.0%) 2 (95%) 0 (0.0%)
Naive Bayes/Bayesian networks 19 (11.2%) 4(21.1%) 5(26.3%) 1.6%) 2 (105%) 1 (5.3%) 1(53%)
Fuzzy logic/rough set 12 (7.1%) 3(25.0%) 5 (41.79%) 16.7%) 1(8.3%) 0 (0.080) 1 (83%)
Other techniquesb 28 (16.7%) 2 (7.1%) 10 (35.7%) (28.6%) 7 (25.0%) 1 (3.6%) 0 (0.0%)
Total (accounting for duplicates) 169 . 56 (33.1%)0 42 (24.9%) 26 (15.4%) 4 (237%) 4 (237%)

®Papers can have more than one approach—percentages may t
"Other techniques (number of studies): causal phenotype discovery (TR j , factor analysis (1), Gaussian process (2), genetic algorithm (1), hidden
Markov models (1), InSight (4); JTL-ELM (1), k-nearest neighbour (3), Markov decision process (1), particle swarm optimization (1), PhysiScore (1), radial domain
folding (1), sequential contrast patterns (1), Superlearner (4), switching linear dynamical system (1), Weibull-Cox proportional hazards model (1), method not
described (2)

and MEDLINE databases were searched to identify candidate articles: those on ir’nage processing were excluded. The |
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Key messages

Publication of papers reporting the use of machine learning to analyse routinely
collected ICU data is increasing rapidly: around half of the identified studies were
published since 2015.

Machine learning methods have changed over time. Neural networks are being
replaced by support vector machines and random forests.

The majority of published studies analysed data on fewer than 1000 patients.
Predictive accuracy increased with increasing sample size.

Reporting of the validation of predictions was variable and incomplete—few studies
validated predictions using independent data.

Methodological and reporting guidelines may increase confidence in reported findings

and thereby facilitate the translation of study findings towards routine use in clinical
practice.

Caption

i
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Epidemiology
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ELSEVIER Journal of Clinical Epidemiology 110 (2019) 1222

REVIEW

A systematic review shows no performance benefit of machine learning
over logistic regression for clinical prediction models

Evangelia Christodoulou’, Jie Ma®, Gary S. Collins"*, Ewout W. Steyerberg",
Jan Y. Verbakel““', Ben Van Calster™*"

“Department of Development & Regeneration, KU Leuven, Herestraat 49 box 805, Leuven, 3000 Belgium
hCc:'nlrt'for Statistics in Medicine, Nuffield Department of Orthopaedics, Rheumatology and Musculoskeletal Sciences, Botnar Research Centre, University of
Oxford, Windmill Road, Oxford, OX3 7LD UK
“Oxford University Hospitals NHS Foundation Trust, Oxford, UK
dDeparlmenl of Biomedical Data Sciences, Leiden University Medical Centre, Albinusdreef 2, Leiden, 2333 ZA The Netherlands
“Department of Public Health & Primary Care, KU Leuven, Kapucijnenvoer 33J box 7001, Leuven, 3000 Belgium
'Nuffield Department of Primary Care Health Sciences, University of Oxford, Woodstock Road, Oxford, OX2 6GG UK

Accepted 5 February 2019; Published online 11 February 2019
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What we found

» /1 studies comprising
282 comparisons (low-
dimensional settings)

Validation procedure

Variable selection

* Median sample size 1250
(range 72 to ~4m)

I No

Continuous prediciors Unclear

Bias ltem

Number of predictors

 Median no. of candidate
predictors 19 (range 5-
563) 0 25 50 75 100

Percentage of Studies

Qutcome imbalance

~« EPP (0.3 to 6697)
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» Key details often inadequately described, including
— Handling of continuous variables (for logistic regression)

» 66% were unclear on how they were handled (including whether nonlinear
associations were handled); 23% categorised all continuous variables

— Interactions

» 89% of studies did not explicitly mentioned where interactions were considered for
the logistic regression models

— Handling of missing data

» 45% were unclear on how missing data were handled; 23% performed complete-
case

— Tuning of hyperparameters

* 50% were unclear on how the tuning parameters were determined
— Model performance

* 90% of studies reported an assessment of model discrimination

» 79% did not mention calibration (and for those that did, it was done based on
grouping)

-
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Fig. 3. Beeswarm plots of AUC difference (AUC of ML method minus AUC of LR) for all 282 comparisons by ML category, overall (A) and stratified
by risk of bias (B). LR, logistic regression; ML, machine learning; RF, random forest; SVM, support vector machine; ANN, artificial neural network.
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Meta-analysis of the AUC %NP.QRMS

« 282 comparisons between LR and ML models
— AUC ranged between 0.52 and 0.97 (logistic regression)
— AUC ranged between 0.58 and 0.99 (machine learning)

* 145 comparisons (51%) classified as low risk of bias
— logit(AUC) difference 0 (95% CI -0.18 to 0.18)

« 137 comparisons (51%) classified as high/unclear risk
of bias

— logit(AUC) difference 0.34 (95% CI 0.20 to 0.47) [in
favour of ML]

NB: logit(AUC) used to circumvent the bounded nature of the AUC
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Low risk of bias
— Any ML vs LR
— Tree vs LR
- RFvs LR
- SVMvs LR
— ANNvs LR
— Other ML vs LR

High risk of bias
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— Tree vs LR
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Miles et al. Diagnostic and Prognostic Research (2020) 4:16 D iagn ostic and
https://doi.org/10.1186/s41512-020-00084-1 "
Prognostic Research

RESEARCH Open Access

Using machine-learning risk prediction @
models to triage the acuity of
undifferentiated patients entering the
emergency care system: a systematic

review

Jamie Miles" ®, Janette Turner?, Richard Jacques?, Julia Williams® and Suzanne Mason?

Conclusions: Machine-learning methods appear accurate in triaging undifferentiated patients entering the Emergency
Care System. There was no clear benefit of using one technique over another; however, models derived by logistic
regression were more transparent in reporting model performance. Future studies should adhere to reporting guidelines
and use these at the protocol design stage.
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Machine learning: comparative studies D
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» Characterised (often) by unfair comparisons 42X Karandeep singh
— Expertise bias (domain knowledge)
* Nothing new: Duin (1996), Salzberg (1997), Statistician: Do you ever use statistics?
Hand (2006)
» Researcher typically favours one approach ML researcher: Nope. Never.

over another
Statistician: What about when reading a paper?

— Software default values used?
ML: Nope. Never.

— (often incorrect) focus on classification
* Do we want to classify individuals as to
whether they experience a CVD event within
10 years, or are we interested in the
probability of experiencing a CVD event
within 10 years?

Statistician: Ok. So if you're reading an ML paper
comparing lots of models, how do you know which one is
the best?

ML: Bold font.

— Inadequate assessment of model performance

=>High risk of bias
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TUTORIAL IN BIOSTATISTICS WILEY

LETTER TO THE EDITOR Biometrical Journal

On the necessity and design of studies comparing statistical methods USing simulation studies to evaluate statistical methods

Tim P. Morris*" | Ian R. White! Michael J. Crowther?

In data analysis sciences in general and in biometrical research particularly, there are strong incentives for presenting work that

entails new methods. Many journals require authors to propose new hods as a p quisite for publication, as this is the

most straightforward way to claim the necessary novelty. The development of new methods is also factually often a sine qua 'London Hub for Trials Methodology . ) . X

non condition to be recruited as a faculty member or to obtain personnel funding from a methods-oriented research agency, Research, MRC Clinical Trisks Unit st Simulation studies are computer experiments that involve creating data by
not least because it noticeably increases the chance to get published as outlined above. Thus, in statistical research and related UGk, Lenden, Unind Kingtem pseudo-random sampling. A key strength of simulation studies is the ability to
methodology-oriented fields such as machine learning or bioinformatics, the well-known adage “publish or perish” could be *Biastatistics Ressasch Geoup d | the behavior of statistical methods because some “truth” (usually

B “, sk Department of Health Sciences, University
translated into “propose new methods or perish. g

Such a research paradigm is not favorable for studies that aim at meaningfully comparing alternative existing methods or,

some parameter/s of interest) is known from the process of generating the data.
This allows us to consider properties of methods, such as bias. While widely

of Lelcester, Lekcester, Unitod Kingdom

more generally, sludifs assessing ﬂ}e Pehavior and pl_'openies_ of existing methods. Yet, given the exponential increaée in the Correspondence ] ‘ used, simulation studies are often poorly designed, analyzed, and reported. This
number and complexity of new statistical methods being published every year, the end users are often at a loss regarding what Tim P. Marris, MRC Clinical Trials Unit at A 5 R 3 s - .

are the “optimal” or even “appropriate” methods to answer the research question of interest given a particular data structure. UCL. London. United Kingdom R R el
It becomes more and more difficult to get an overview of existing methods, not to mention the overview of their respective Bnk: Sn nenb@usask for design, execution, analysis, reporting, and presentation. In particular, this
performances in different settings (Sauerbrei, Abrahamowicz, Altman, Le Cessie, & Carpenter, 2014). Present Address tutorial provides a str d app h for pl ing and reporting simulation

Moreover, it is well known that studies comparing a suggested new method to existing methods may be (strongly) biased Timm P. Marris, 90 High Holborn, London studies, which involves defining aims, data-g ing mechani i d

in favor of the new method. This is a consequence of various factors starting with the authors’ better expertise on the new WC1V 6LJ, United Kingdom methods, and performance measures (“ADEMP”); coherent terminology for
method compared to the competing methods. Another factor is the bination of publication p (publish or perish) and imul studies; guid; on coding simul studies; a critical discussion
publication bias—in the sense that a new method performing worse than existing ones has (severe) difficulties to get published Panding information N s P S .

S . P . > ) N . " . ) L Medical Research Council, Grant/ Award of key performance measures and their estimation; guidance on structuring
( x, Stierle, & Hap 2015). This may lead to simulation designs that might be—intentionally or unintentionally— Nember: MC_UU_ 12023/21 ) ) i ) A
biased. Note that not only empirical evaluations but also theoretical properties suggesting the superiority of a method under MC UU 12023/29. and MR/PO15433/1 tabular and graphical presentation of results; and new graphical presentations.
particular assumptions may be in principle potentially affected by this kind of bias. Deriving theoretical results for statistical With a view to describing recent practice, we review 100 articles taken from
approaches relevant in practice is extremely difficult and possible only under strong assumptions (Picard & Cook, 1984). We Vol 34 of Statistics in Medicine, which included at least one simulation study
speculate that authors assessing the theoretical properties of their new method tend to make assumptions that are rather favorable and identify areas for improvement.

for the new method—also a form of bias.

In contrast, neutral comparison studies, as defined by Boulesteix, Wilson, and Hapfelmeier (2017a), are dedicated to the KEYWORDS

comparison itself: they do not aim to demonstrate the superiority of a particular method and are thus not designed in a way that graphics for si ion, Monte Carlo, simulation design, si 5 porting, si ion studies
may increase the probability to observe incorrectly this superiority. Furthermore, they involve authors who are, as a collective,

approximatelv eauallv cc on all idered hods. Neutral comparison studies can be thus considered as unbiased.

Boulesteix et al, Biom J, 2017 Morris et al, Stat Med, 2018
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Evaluating performance of machine
learning
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Traditional prediction model literature is relatively clear on key aspects to
assess model performance, namely

— Discrimination (separation of individuals with/out event)
— Calibration (accuracy of predictions)
— Clinical utility (decision curve analysis)

Calibration often ignored in the ‘traditional prediction model’ literature (and
often evaluated poorly)

Calibration rarely assessed in the ML prediction literature (and often
evaluated poorly)

— Often as a consequence of focusing on classification
— Calibration often has a different meaning in ML prediction literature
In ML: recall (sensitivity)/precision (PPV), F-scores

— Requiring some dichotomisation of the predicted outcome (often at the 0.5
probability threshold) => creates the so-called class-imbalance problem

— Be very sceptical when you see very high AUCs - particularly those that are
substantially higher for one method compared to another
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No one approach is likely to be universally ‘best’

Need to think about setting, context and moment of
implementation

« A machine learning model with many predictors (the
situations where it is claimed to have usefulness)
unlikely to be useful in many settings

Need to think about mechanisms for independent
evaluation and expect this as routine practice

‘Validations’ should be meaningful
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Data-driven technologies that form the basis of the digital health-care revolution provide potentially important opportunities to
deliver improvements in individual care and to advance innovation in medical research. Digital health technologies include mobile
devices and health apps (m-health), e-health technology, and intelligent monitoring. Behind the digital health revolution are also
methodological advancements using artificial intelligence and machine learning techniques. Artificial intelligence, which
encompasses machine learning, is the scientific discipline that uses computer algorithms to learn from data, to help identify
patterns in data, and make predictions. A key feature underpinning the excitement behind artificial intelligence and machine
learning is their potential to analyse large and complex data structures to create prediction models that personalise and improve
diagnosis, prognosis, monitoring, and administration of treatments, with the aim of improving individual health outcomes.
Prediction models to support clinical decision making have existed for decades, and these include well known tools such as the
Framingham Risk Score,! QRISK3,2 Model for End-stage Liver Disease,? ABCD? score,* and the Nottingham Prognostic Index.® Health-
care professionals, medical researchers, policy makers, guideline developers, patients, and members of the general public are all
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’ ’ ' ’ arise for deep learning and other black-box machine learning

algorithms for medical prediction. The authors rightfully hint
at the fact that reliable performance of predictive analytics in
health care is far from guaranteed by discussing data quan-
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e.g.,
« Make it available on a repository (e.g.,
GitHub)

» Grant access to get predictions for
your data set

« Gain access to the code by setting-up
non-disclosure agreements

W) Check for updates

Minimum information about clinical artificial
intelligence modeling: the MI-CLAIM checklist

Here we present the MI-CLAIM checklist, a tool intended to improve transparent reporting of Al algorithms
in medicine.

Matters arising
Transparency and reproducibility in
artificial intelligence

101 20-2766-y jamin Haibe-Kains'345%, G Adam**, Ahmed Hosny®",

] Farnoosh i1, Massive Analysis Quality Control (MAQC) Society Board of
Recelved:1February 2020 Directors*, Levi Waldron®, Bo Wang?***"%, Chris McIntosh***, Anna Goldenberg®*" ™,
Accepted: 10 August 2020 Anshul Kundaje™*, Casey S. Greene™", Tamara Broderick”, Michael M. Hoffman'2%,
Jeffrey T. Leek™, Keegan Korthauer'®*, Wolfgang Huber?, Alvis Brazma®, Joelle Pineau®*,
Robert Tibshirani?®2, Trevor Hastie??, John P. A i X
&Hugo J W.L. Aerts®93

Published online: 14 October 2020

# Check for updates

S.M. yetal. 10.1038/541586-019-1799-6 (2020)

Table 2| Frameworks to share code, software dependencies
and deep-learning models

Beau Norgeot, Giorgio Quer, Brett K. Beaulieu-Jones, Ali Torkamani, Raquel Dias, Milena Gianfrancesco,
Rima Arnaout, Isaac S. Kohane, Suchi Saria, Eric Topol, Ziad Obermeyer, Bin Yu and Atul J. Butte

he appli of artificial intelli

(AI) in medicine is an old idea' ", but

methods for this in the past involved
programming computers with patterns
or rules ascertained from human experts,
which resulted in deterministic, rules-based
systems. The study of Al in medicine has

due to ingly available datasets from
medical practice, including clinical images,
genetics, and electronic health records, as
well as the maturity of methods that use
data to teach computers*. The use of data
labeled by clinical experts to train machine,
probabilistic, and statistical mudcls is ca]]cd

uses of these new machine-learning
approaches include targeted real-time
early-warning systems for adverse events’,
the detection of diabetic retinopathy”, the

classification of pathology and other images,

the prediction of the near-term future
state ufpalncnls wnlh rhcumalund arthritis’,

grown tremendously in the past few years ‘supervised machine learning! patient disch p ), and more.

1320 NATURE MEDICINE | VOL 26 | SEPTEMBER 2020 | 1318-1330 | www.nature.com/naturemedicine

Reproducibility (Part 6): choose appropriate tier of transparency

Tier 1: complete sharing of the code

Tier 2: allow a third party to evaluate the code for accuracy/fairness; share the results of this evaluation
Tier 3: release of a virtual machine (binary) for running the code on new data without sharing its details

Tier 4: no sharing

Resource URL

Code

BitBucket https://bitbucket.org
GitHub https://github.com
GitLab https://about.gitlab.com
Software dependencies

Conda https://conda.io

Code Ocean https://codeocean.com
Gigantum https://gigantum.com
Colaboratory https://colab.research.google.com
Deep-learning models

TensorFlow Hub

https://www.tensorflow.org/hub

ModelHub http://modelhub.ai
ModelDepot https://modeldepot.io
Model Zoo https://modelzoo.co

Deep-learning frameworks

TensorFlow https://www.tensorflow.org/
Caffe https://caffe.berkeleyvision.org/
PyTorch https://pytorch.org/
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Perspective

Predictive analytics in health care: how can we know it
works?

Ben Van Calster,"2 Laure Wynants," Dirk Timmerman,’? Ewout W Steyerberg,? and
Gary S Collins*®

Table 1. Summary of arguments in favor of making predictive algorithms fully available, hurdles for doing so, and reasons why developers
choose to hide and sell algorithms

Why should predic- * Facilitate external validation and assessment of heterogeneity in performance

tive algorithms be
fully and publicly
available?

Recommendations to
maximize algo-
rithm availability

Potential reasons why
developers might
choose to hide and
sell algorithms

Facilitate uptake of algorithm by researchers and clinicians, avoid research waste
Facilitate updating for specific settings
For publicly funded research, this makes research results available to the community

Report the full equation of a predictive algorithm, where possible (eg, regression-based

models); this includes reporting of the intercept, or baseline hazard information for time-to-event
regression models

When making an algorithm available online or via a mobile app, provide relevant and complete
background information

For complex algorithms (eg, black-box machine learning), provide software to facilitate
implementation and large-scale validation studies

Generate income for further research

More control over how people use an algorithm

Facilitate FDA approval or CE certification, because a commercial entity can be identified
To install a profitable business model

(CENTRE tor STATISTICS in MIEDICINE
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Artificial intelligence faces

r ep r * The most basic problem is ’Fhat reséarch—ls

ers often don’t ~ .
Unpubli the ASAI meeti Researchers say there are many reasons

computer scien

make M versity of seienc {OF the Missing details: The code might be

heim, reported 3 WOrK in progress, owned by a company,
400 algorithms

top AI conferene O h1eld tightly by a researcher eager to stay
found that only ahaad of the competition. It might be depen-

the algorithm’s ¢

datathey tested dent on other code, itself unpublished. Or it
half shared “ps - » .

mary of an algo NIght be that the code is simply lost, on a
is also absent I v.ashed disk or stolen laptop—what Rougier

journals, includi
calls the “my dog ate my program” problem.
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WHO and ITU establish benchmarking process for artificial @@

intelligence in health

Growing populations, demographic changes, z
shortage of health practitioners have placed pre:
on the health-care sector. In parallel, increasing am
of digital health data and information have be
available. Artificial intelligence (Al) models that
from these large datasets are in development and
the potential to assist with pattern recognitior
classification problems in medicine—for example,

- -’

requirements are met, Al models can be submitted via
an online platform to be evaluated with the test data.
Established in this way, the benchmarking process will
not only provide a reliable, robust, and independent
evaluation system that can demonstrate the quality

of Al models, but will also provide an independent
test dataset for model validation consistent with best-
practice recommendations for reporting multivariable
prediction models in health.*



Harmonisation of two languages

Statistics Machine learning Statistics Machine learning
Covariates Features Prediction Supervised learning
Outcome variable Target Latent variable modeling Unsupervised learning
Model Network, graphs Fitting Learning

Parameters Weights Prediction error Error

Model for discrete var. Classifier Sensitivity Recall

Model for continuous var. Regression Positive predictive value Precision
Log-likelihood Loss Contingency table Confusion matrix
Multinomial regression Softmax Measurement error model Noise-aware ML
Measurement error Noise Structural equation model Gaussian Bayesian network
Subject/observation Sample/instance Gold standard Ground truth

Dummy coding

One-hot encoding

Derivation—validation

Training—test

Measurement invariance

Concept drift

Experiment

A/B test

Slide taken from Maarten van Smeden, Biometrischen Kolloquium, 2020
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Delphi about to be launched

* Interested in participating in the Delphi then
contact me

Anticipate TRIPOD-AI to be not too dissimilar
to the original TRIPOD

Biggest difference will be in the terminology,
examples, and methods guidance
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Last few slides...a missed opportunity?
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orenaccess  Prediction models for diagnosis and prognosis of covid-19:
(W) cneckrorupaates| - SYSteMatic review and critical appraisal

Laure Wynants,* Ben Van Calster,”* Gary S Collins,** Richard D Riley,® Georg Heinze,”

—=FAST TRACK .
Ewoud Schuit,®® Marc M ) Bonten,**° Darren L Dahly,**-*? Johanna A A Damen,®*
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Ewout W Steyerberg,” Toshihiko Takada,® loanna Tzoulaki,?”*® Sander M ] van Kuijk,**
Florien S van Royen,® Jan Y Verbakel,?®** Christine Wallisch,”*** Jack Wilkinson,*?
Robert Wolff,* Lotty Hooft,*? Karel G M Moons,*® Maarten van Smeden®
For numbered affiliations see ABSTRACT STUDY SELECTION
end of the article OBJECTIVE Studies that developed orvalidated a multivariable
Correspondence to: L Wynants To review and appraise the validity and usefulness of covid-19 related prediction model.
'a“:;"_y':”‘?@ ynd published and preprint reports of prediction models DATA EXTRACTION
ma ncatunversity.n . . o o .
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Citethis as: B#/2020;369:m1328 infected with covid-19 or being admitted to hospital assessed using PROBAST (prediction model risk of
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» 169 studies describing 232 prediction models
7 risk scores, 118 diagnostic; 107 prognostic
« Mixture of modelling procedures

» Reported c-index values ranged from
* 0.71 to 0.99 (risk scores)
« 0.65 to 0.99 (diagnostic models)
* 0.54 to 0.99 (prognostic models)

 Calibration rarely assessed (and often incorrectly)

e Bottom line: 226 at high risk of bias: 6 at unclear risk of bias

N
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 Inappropriate or unclear study design
» Selection of controls often unclear

» Proxy outcomes (e.g., hospital admission due to severe respiratory disease - absence of
covid-19 patients)

 Dichotomisation of continuous predictors
 |nappropriate in- or exclusion of study participants
 Participants excluded because they did not experience the outcome by the end of the
study
» Predictor measurements also part of the outcome

 Lack of internal or external validation; small to modest sample size; overfitting

« Other issues (not part of the RoB assessment) include changing populations (case-mix)

R
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Predicting covid mortality

(C)

External Validation Set

Sample size
°' -
- Hevents=7
Q4
= . .
> No calibration
:
%
=
("
20
c’ -
i Models Featurgl AUC (95%CI)
S ~—  Multi-tree XGBoost All 0.976 (0.950-1.000)
Simple-tree XGBoost Six 1.000 (1.000-1.000)
— Logistic regression All 1.000 (1.000-1.000)
— Logistic regression Six 0.935 (0.835-1.000)
o -
|l L) ) L) 1
0 0.2 0.4 0.6 N

1-Specificity

Guan et al, Ann Med 2021 ’—%
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CORRESPONDENCE

Flam in the chlopmom and
ofaC
Di: 2019 Predicti

To TthE Eprror—The coronavirus di-
sease 2019 (COVID-19) pandemic
has seen the development of a number
of clinical prediction models to sup-
port assessing disease severity or aiding
prognosis. A recent systematic review
identified 145 models and concluded that
all were at high risk of bias, citing con-
cerns with data quality, statistical analysis,
and reporting, leading to the conclusion

Ly

(which will likely be o i d [6]).

(hivmal

Infections Discases Sockety of America n.. medicine assocation

Other major analysis concerns include
categorization of continuous predictors
(which results in loss of information
[7]), no mention of missing data, use
of lasso followed by “multivariate” [sic]
Cox regression to screen predictors for
inclusion, incorrect (ie, does not re-
flect the actual model building process)
and confusing implementation of cross-
validation on the validation data, weak
assessment of model calibration by bin-
ning observations, and assessment of

hath tha avaa undar tha ~uvwva and tha

bmitted the ICMJE Form for Disclosure of
Potential Conflicts of Interest.

Gary S. Collins,"” Richard D. Riley,’ and
Maarten van Smeden’

" Centre for Statistics in Medicine, Nuffield Department of

Ah logy and Sciences,

University of Oxford, Oxford, United Kingdom, “Centre for
Prognosis Research, School of Medicine, Keele University,
Staffardshire, United Kingdom, and *Julius Canter for Health
Science and Primary Care, University Medical Center Utrecht,
University of Utrecht, Utrecht, The Netherlands
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LETTER TO THE EDITOR viroLocy WILEY

Statistical issues in the development of COVID-19 prediction
models

To the Editor,

Clinical prediction models to aid diagnosis, assess disease severity, or
prognosis have enormous potential to aid clinical decision making
during the coronavirus disease 2019 (COVID-19) pandemic. A living
systematic review has, so far, identified 145 COVID-19 prediction
models published (or preprinted) between 3 January and 5 May
2020. Despite the considerable interest in developing COVID-19
prediction models, the review concluded that all models to date, with
no exception, are at high risk of bias with concerns related to data

vimlibs Elacein Tm blan cbabicbioal amabinis mmd ;ane camaebion and ;ana

Another concern is the actual model. The final model contains seven
predictors and the authors have fully reported this permitting in-
dividualized prediction. However, an obvious and major concern is the
regression coefficient reported for procalcitonin, with a value of
48.8309 and accompanying odds ratio with a confidence interval of
“>999.999 (>999.999, >999.999)" (sic). This is clearly nonsensical, and to
put it bluntly, makes the model unusable. The reason for the large re-
gression value (standard error and confidence interval) is due to an issue
called separation.” This occurred because there was little or no overlap in

Mn omabelbanin cibinn babiian fndhidioade b aalld amd casinen e
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LETTER TO EDITOR

IR WILEY

There are no shortcuts in the development and validation of a

COVID-19 prediction model

A recent living t tic review has identified 145 COVID-19
prediction models published up until May 2020, to support clinical
decision-making during the global COVID-19 pandemic (Wynants
et al, 2020). Despite this surge in developing prediction models, the
systematic review conduded that all these models are at high risk of
bias citing concerns regarding poor data quality, flaws in the statis-

tical analysis and incomplete or poor reporting. As a conseguence,

validation, and no external vaidation (i.e. evaluating the model in a
separate data set), is a major limitation.

Other concerns include the data quality, namely the presence
and handling of missing data. Missing values are largely unavoidable,
and the study by Dong induded 30 predictors—in the absence of
any mention of missing data, one can only assume that individuals
with missing were excluded from the analysis—such an approach

AGORA
CORRESPONDENCE

BN
COVID-19 prediction models should

adhere to methodological and
reporting standards

To the Editor:

The coronavirus disease 2019 (COVID-19) pandemic has led to a proliferation of clinical prediction

dels to aid diagnosis, di severity and prognosis. A systematic review has identified
66 COVID-19 prediction models: concluding that all, with no exception, are at high risk of bias due to
concerns surrounding the data quality, statistical analysis and reporting, and none are recommended for
use [1). Therefore, we read with interest the recent paper by Wu et al. [2] describing the development of a
model to identify COVID-19 patients with severe disease on admission to facilitate triage. However, our
enthusiasm was dampened by a number of concerns surrounding the design, analysis and reporting of the

(CENTRE tor STATISTICS in MIEDICINE
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COVID-I?@
PRECISE HOME PROJECT LIVING REVIEW IPDMA

ation to optimise COVID-19 ¢
1ts in diverse sEttings

READ MORE >

LATEST NEWS KEY DOCUMENTS ALTMETRIC

) ) ) . [l Picked up by 27
The most comprehensive systematic review of all COVID- PROBAST Tool Ai%ﬂo
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* Glass half empty

* Deluge of low quality, poorly reported prediction
models shows no sign of abating -> research waste

* Not learning (enough) from earlier mistakes / concerns
« Potential to cause harm

 Glass half full

 Few models actually being used -> patients not being
potentially harmed

* Interest in prediction at an all time high -> we will get it
right more often (I hope) -> improve patient outcomes

N



Machine learning and Al for ,
patient benefit

RESEARCH METHODS AND REPORTING

Bt orenaccess - Machine learning and artificial intelligence research for patient
m cneckrorupsates| Denefit: 20 critical questions on transparency, replicability,
ethics, and effectiveness

Sebastian Vollmer,*? Bilal A Mateen,'** Gergo Bohner,*? Franz ) Kiraly,** Rayid Ghani,®
Pall Jonsson,” Sarah Cumbers,® Adrian Jonas,” Katherine S L McAllister,” Puja Myles,®
David Grainger,’* Mark Birse,*! Richard Branson,! Karel G M Moons,*? Gary S Collins,**
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For numbered afiiiations see  Machine learning, artificial intelligence, preliminary solution here) is the current

end of the article.

Comespondence to: CHames @1 Other modern statistical methods  lack of best practice guidance specific

holmes@stats.ox ac.uk idi iti i i ifici

7 4043 T€ prqwdmg new opportunities to to chhlne learning and art|ﬁ'C|al

Additional materialis pustished  OP€rationalise previously untapped intelligence. However, we believe that

e aevees=ust - and rapidly growing sources of data for  interdisciplinary groups pursuing

citethis as: 4 2020;368:6927  patient benefit. Despite much research and impact projects involving

hitp: (fdx doiorg/10.1136/bm 6927 . o . . . g -

, , promising research currently being machine learning and artificial

Accepted: 22 October 2019 . . a . . . v
undertaken, particularly in imaging, the intelligence for health would benefit
literatiire ac a whnle larke fram ovnliriths addreccino a coriec nf
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unacceptable.

What, then, should we think about researchers who use the
wrong techniques (either wilfully or in ignorance), use the
right techniques wrongly, misinterpret their results, report
their results selectively, cite the literature selectively, and
draw un;usnﬁed conclusxons?

Whenl tell fnends outslde medxcme that many papers

[ PIICIIVIIICIIA dIT CUIINIIVIL. . I'IOS IS SUITIy a staliuar.
When I tell friends outside medicine that many papers

published in medical journals are misleading because of
methodological weaknesses they are rightly shocked. Huge

e topic,’ valuable as it is, is not comprehen-
sive; in any case, many of those who make the errors are
unlikely to read it.

Altman BMJ 1994 }_E%_{
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