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Why care about statistical inference?
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Targeted Learning for answering statistical and
causal questions with confidence intervals

Causal Question

Closest Statistical Target

Untargeted Estimate

Closer to truth
(but still too far)

Uncertainly still not
accurately quantified

Causal Frameworks

Best Statistical
 Estimate

Closest to truth

Accurately quantify
uncertanty

Causal frameworks
minimize causal gap

Machine + Targeted Learning
minimize statistical gap

Machine Learning

Targeted Learning



Targeted
Learning

Mark van der
Laan

Human Art in
Statistics

Role of
Targeted
Learning in
Data Science

Roadmap for
Targeted
Learning

Theoretical
Underpinnings

Adaptive
Experimental
Designs

Online
Learning

Future of
Targeted
Learning

Targeted Learning is a subfield of statistics
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BACKGROUND
The RTS,S/AS01 vaccine targets the circumsporozoite protein of Plasmodium falci-
parum and has partial protective efficacy against clinical and severe malaria dis-
ease in infants and children. We investigated whether the vaccine efficacy was 
specific to certain parasite genotypes at the circumsporozoite protein locus.

METHODS
We used polymerase chain reaction–based next-generation sequencing of DNA 
extracted from samples from 4985 participants to survey circumsporozoite protein 
polymorphisms. We evaluated the effect that polymorphic positions and haplo-
typic regions within the circumsporozoite protein had on vaccine efficacy against 
first episodes of clinical malaria within 1 year after vaccination.

RESULTS
In the per-protocol group of 4577 RTS,S/AS01-vaccinated participants and 2335 
control-vaccinated participants who were 5 to 17 months of age, the 1-year cumu-
lative vaccine efficacy was 50.3% (95% confidence interval [CI], 34.6 to 62.3) 
against clinical malaria in which parasites matched the vaccine in the entire cir-
cumsporozoite protein C-terminal (139 infections), as compared with 33.4% (95% 
CI, 29.3 to 37.2) against mismatched malaria (1951 infections) (P = 0.04 for differ-
ential vaccine efficacy). The vaccine efficacy based on the hazard ratio was 62.7% 
(95% CI, 51.6 to 71.3) against matched infections versus 54.2% (95% CI, 49.9 to 58.1) 
against mismatched infections (P = 0.06). In the group of infants 6 to 12 weeks of age, 
there was no evidence of differential allele-specific vaccine efficacy.

CONCLUSIONS
These results suggest that among children 5 to 17 months of age, the RTS,S vac-
cine has greater activity against malaria parasites with the matched circumsporo-
zoite protein allele than against mismatched malaria. The overall vaccine efficacy 
in this age category will depend on the proportion of matched alleles in the local 
parasite population; in this trial, less than 10% of parasites had matched alleles. 
(Funded by the National Institutes of Health and others.)
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BACKGROUND
Universal antiretroviral therapy (ART) with annual population testing and a multidisease, 
patient-centered strategy could reduce new human immunodeficiency virus (HIV) infec-
tions and improve community health.
METHODS
We randomly assigned 32 rural communities in Uganda and Kenya to baseline HIV and 
multidisease testing and national guideline–restricted ART (control group) or to baseline 
testing plus annual testing, eligibility for universal ART, and patient-centered care (inter-
vention group). The primary end point was the cumulative incidence of HIV infection at 
3 years. Secondary end points included viral suppression, death, tuberculosis, hyperten-
sion control, and the change in the annual incidence of HIV infection (which was evalu-
ated in the intervention group only).
RESULTS
A total of 150,395 persons were included in the analyses. Population-level viral suppression 
among 15,399 HIV-infected persons was 42% at baseline and was higher in the interven-
tion group than in the control group at 3 years (79% vs. 68%; relative prevalence, 1.15; 
95% confidence interval [CI], 1.11 to 1.20). The annual incidence of HIV infection in the 
intervention group decreased by 32% over 3 years (from 0.43 to 0.31 cases per 100 person-
years; relative rate, 0.68; 95% CI, 0.56 to 0.84). However, the 3-year cumulative incidence 
(704 incident HIV infections) did not differ significantly between the intervention group 
and the control group (0.77% and 0.81%, respectively; relative risk, 0.95; 95% CI, 0.77 to 
1.17). Among HIV-infected persons, the risk of death by year 3 was 3% in the intervention 
group and 4% in the control group (0.99 vs. 1.29 deaths per 100 person-years; relative risk, 
0.77; 95% CI, 0.64 to 0.93). The risk of HIV-associated tuberculosis or death by year 3 
among HIV-infected persons was 4% in the intervention group and 5% in the control 
group (1.19 vs. 1.50 events per 100 person-years; relative risk, 0.79; 95% CI, 0.67 to 0.94). 
At 3 years, 47% of adults with hypertension in the intervention group and 37% in the 
control group had hypertension control (relative prevalence, 1.26; 95% CI, 1.15 to 1.39).
CONCLUSIONS
Universal HIV treatment did not result in a significantly lower incidence of HIV infection 
than standard care, probably owing to the availability of comprehensive baseline HIV test-
ing and the rapid expansion of ART eligibility in the control group. (Funded by the Na-
tional Institutes of Health and others; SEARCH ClinicalTrials.gov number, NCT01864603.)
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Robust Machine Learning Variable
Importance Analyses of Medical
Conditions for Health Care Spending
Sherri Rose

Objective. To propose nonparametric double robust machine learning in variable
importance analyses of medical conditions for health spending.
Data Sources. 2011–2012 TruvenMarketScan database.
Study Design. I evaluate how much more, on average, commercially insured enrol-
lees with each of 26 of the most prevalent medical conditions cost per year after con-
trolling for demographics and other medical conditions. This is accomplished within
the nonparametric targeted learning framework, which incorporates ensemble
machine learning. Previous literature studying the impact of medical conditions on
health care spending has almost exclusively focused on parametric risk adjustment;
thus, I compare my approach to parametric regression.
Principal Findings. My results demonstrate that multiple sclerosis, congestive heart
failure, severe cancers, major depression and bipolar disorders, and chronic hepatitis
are the most costly medical conditions on average per individual. These findings dif-
fered from those obtained using parametric regression.
Conclusions. The literature may be underestimating the spending contributions of
several medical conditions, which is a potentially critical oversight. If current methods
are not capturing the true incremental effect of medical conditions, undesirable incen-
tives related to care may remain. Further work is needed to directly study these issues
in the context of federal formulas.
Key Words. Risk adjustment, machine learning, regression

Health care spending has frequently been investigated in the context of longi-
tudinal changes in total spending level or total spending growth (Chernew and
Newhouse 2012). Simultaneously understanding the individual contributions
of medical conditions to health care spending is typically examined in the con-
text of “risk-adjusted” formulas for plan payment (Iezzoni 1997; Kautter et al.
2014). Risk adjustment in plan payment aims to redistribute funds according
to the likely cost of enrollees, thereby encouraging health plan competition

©Health Research and Educational Trust
DOI: 10.1111/1475-6773.12848
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Better clinical decisions from observational data
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Targeted learning in real-world
comparative effectiveness research with
time-varying interventions
Romain Neugebauer,a*† Julie A. Schmittdiela and
Mark J. van der Laanb

In comparative effectiveness research (CER), often the aim is to contrast survival outcomes between exposure
groups defined by time-varying interventions. With observational data, standard regression analyses (e.g., Cox
modeling) cannot account for time-dependent confounders on causal pathways between exposures and out-
come nor for time-dependent selection bias that may arise from informative right censoring. Inverse probability
weighting (IPW) estimation to fit marginal structural models (MSMs) has commonly been applied to properly
adjust for these expected sources of bias in real-world observational studies. We describe the application and
performance of an alternate estimation approach in such a study. The approach is based on the recently pro-
posed targeted learning methodology and consists in targeted minimum loss-based estimation (TMLE) with
super learning (SL) within a nonparametric MSM. The evaluation is based on the analysis of electronic health
record data with both IPW estimation and TMLE to contrast cumulative risks under four more or less aggressive
strategies for treatment intensification in adults with type 2 diabetes already on 2+ oral agents or basal insulin.
Results from randomized experiments provide a surrogate gold standard to validate confounding and selection
bias adjustment. Bootstrapping is used to validate analytic estimation of standard errors. This application does
the following: (1) establishes the feasibility of TMLE in real-world CER based on large healthcare databases; (2)
provides evidence of proper confounding and selection bias adjustment with TMLE and SL; and (3) motivates
their application for improving estimation efficiency. Claims are reinforced with a simulation study that also
illustrates the double-robustness property of TMLE. Copyright © 2014 John Wiley & Sons, Ltd.

Keywords: targeted learning; marginal structural model; inverse probability weighting; efficiency gain; com-
parative effectiveness; diabetes

1. Introduction

In comparative effectiveness research (CER), a frequent aim is to contrast survival outcomes between
exposure groups defined by time-varying interventions. In observational CER studies, these effects
are represented by marginal structural models (MSMs), and their investigation is complicated by the
time-dependent confounding and informative right censoring that are expected with longitudinal data.
Standard regression techniques (e.g., Cox regression) are inadequate [1, 2] to account not only for
time-dependent confounders on causal pathways between the exposures and outcome but also for time-
dependent selection bias that may arise from right censoring [3]. To date, inverse probability weighting
(IPW) estimation has been the solution of choice to fit MSM in real-world CER studies [4–9] despite the
early development of an alternate estimation approach, augmented-IPW (A-IPW) estimation [10–14],
which is both doubly robust and locally efficient. These two properties may translate in practice into the
following: (1) more reliable effect estimates because double robustness provides two chances for proper
confounding and selection bias adjustment (i.e., inference can remain valid even if the treatment and
action mechanisms on which IPW estimation relies are not estimated consistently) and (2) more precise
effect estimates compared with IPW estimates and hence the possibility for earlier detection of differ-

aDivision of Research, Kaiser Permanente Northern California, Oakland, CA, U.S.A.
bDivision of Biostatistics, School of Public Health, University of California, Berkeley, CA, U.S.A.
*Correspondence to: Romain Neugebauer, Division of Research, Kaiser Permanente Northern California, Oakland, CA, U.S.A.
†E-mail: Romain.S.Neugebauer@kp.org
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What is the experiment that generated the data?

steroid treatment  ( A = 1 ) 
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1-month mortality

pre-treatment covariates
(e.g. biomarkers)
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Pooled sample of n = 1,300 adults in septic shock

STEP 1:
DESCRIBE

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3: 
DEFINE 

STATISTICAL QUERY

STEP 4: 
CONSTRUCT 
ESTIMATOR

STEP 5: 
OBTAIN 

INFERENCE

Three multi-national RCTs assessing 
impact of corticosteroids on mortality 

among septic shock patients



Targeted
Learning

Mark van der
Laan

Human Art in
Statistics

Role of
Targeted
Learning in
Data Science

Roadmap for
Targeted
Learning

Theoretical
Underpinnings

Adaptive
Experimental
Designs

Online
Learning

Future of
Targeted
Learning

What is known about stochastic relations for the
observed variables?

True data-generating 
process (DGP)

P0

STEP 1:
DESCRIBE

EXPERIMENT

STEP 2:
SPECIFY 

STATISTICAL MODEL

STEP 3: 
DEFINE 

STATISTICAL QUERY

STEP 4: 
CONSTRUCT 
ESTIMATOR

STEP 5: 
OBTAIN 

INFERENCE



Targeted
Learning

Mark van der
Laan

Human Art in
Statistics

Role of
Targeted
Learning in
Data Science

Roadmap for
Targeted
Learning

Theoretical
Underpinnings

Adaptive
Experimental
Designs

Online
Learning

Future of
Targeted
Learning

What is the target estimand that we want to learn
from the data?

What is the average di�erence in 
mortality between treatment groups

when adjusting for covariates?
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How should we estimate the target estimand?

TARGETED MAXIMUM LIKELIHOOD ESTIMATION

TMLE estimates are optimal:
plug-in, e�cient, unbiased, �nite sample robust
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Super learner

Random Forest
BART

Neural 
Network

Lasso

Regression splines
HAL

Linear model

Cross-validated 
performance of 

learners + ensembles

Oracle inequality tells us cross-validation is optimal for selection among estimators

HAL
BART

GLM

Library WinnerCompetition
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Highly Adaptive Lasso (HAL)

Key Idea

• Any d-dimensional cadlag function (i.e. right-continuous)
can be represented as a possibly infinite linear combination
of spline basis functions.

• The variation norm / complexity of a function is the
L1-norm of the vector of coefficients.

Converges to true function at rate n−1/3(log n)d/2
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HAL performance for d=3
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HAL metalearner

SuperLearner (HAL)

SuperLearner (Convex)
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TMLE follows a path of maximal change in target
estimand per unit of information/likelihood
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Can we break HAL-TMLE?
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Robust inference for adaptive sequential RCTs

Optimal intervention allocation: “Learn as you go”

Classic Randomized Trial:
Longer implementation, higher cost

Targeted Learning for
Adaptive Trial Designs

ü Is the intervention 
effective?

ü For whom? 
ü How much will they 

benefit?

Analysis 
Results

Learn faster, 
with fewer 

patients
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Balanced vs. adaptive sequential design
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Balanced vs. adaptive sequential design
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Online super learning in the ICU

Adaptive algorithm

• Regularly updated with batches of new data

• Learns from both
1 within individual time series, and

2 across patients

• Uncertainty of forecasts assessed with prediction intervals
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15-minute ahead forecasts with prediction intervals
for patient with hypotensive episodes
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Finite Sample 
Inference
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